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Abstract

Proposals for the generation of the phase state are presented, for both stationary and travelling fields. In the first case the scheme combines two variants of the ‘standard’ cavity QED quantum state engineering. The second scheme consists in an extension of the optical state truncation by projection synthesis [Pegg et al., Phys. Rev. Lett. 81 (1998) 1604], which is based on field mixing in a beam-splitter array. The natural restriction to realize an exact phase state is discussed. © 2000 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction

Among the various interesting states of quantum optics studied nowadays, the phase state \( |\theta\rangle \) is one very representative in this class [1–3]. According to a theorem by Hillery [4], this pure state belongs to the class of nonclassical states. It is complementary to the number state \( |n\rangle \), in the sense that the number operator \( \hat{n} \) (\( \hat{n}|n\rangle = n|n\rangle \)) and the phase operator \( \hat{\phi} \) (\( \hat{\phi}|\theta\rangle = \theta|\theta\rangle \)) form a canonically conjugate pair. In a certain sense, the coherent state \( |\alpha\rangle \) (\( \hat{a}^\dagger|\alpha\rangle = |\alpha\rangle \)), \( \hat{a} \) being the annihilation operator) lies between them: it exhibits phase and number dispersions, \( \Delta\phi \) and \( \Delta n \), between those values found in the phase state and in the number state [5].

Defining a phase state is a long story, because of the difficulties associated with the definition of a Hermitian phase operator [6–8]. Several descriptions of phase operators, based on different assumptions and mathematical constructions, can be found in the literature, the first consistent description of a phase operator (and a phase state) being presented by Susskind and Glogower [9]. New phase operators and phase states have been introduced, as we can see in a review by Carruthers and Nieto [10]. The more recent proposal of a Hermitian phase operator (and phase state) was introduced by Pegg and Barnett [1–3]. They have shown that a finite-dimensional phase operator (the phase state belonging to a truncated Hilbert space) is better behaved than the Susskind–Glogower counterpart, for example leading \( \langle \cos^2 \phi \rangle + \langle \sin^2 \phi \rangle \) to fulfill the standard trigonometric property of unit rule. The apparent success of the Pegg–Barnett phase state, however, is not con-

Now, having obtained a satisfactory definition of a phase operator and phase state, namely [1–3],
\[
\hat{\phi} = \sum_m \theta_m |\theta_m \rangle \langle \theta_m |,
\]
and
\[
|\theta_m \rangle = \frac{1}{\sqrt{1 + N}} \sum_{k=0}^{N} e^{ik\theta_m} |k\rangle,
\]
with \(\theta_m\) satisfying appropriate requirements shown in Ref. [1–3], a new problem emerges concerning with how to generate this interesting state. Actually, as in the case of plane waves, the phase state involves infinite energy [5]. Hence, strictly speaking, it cannot be generated exactly in practice. However, approximations to this state is not forbidden by restricting ourselves to a truncate Hilbert space. To our knowledge, a discussion about the generation of a phase state and the way in which its restrictions come out in practice, is a subject of very recent investigation, as mentioned below.

With respect to propagation in space, there are two classes of field states: one of them belonging to the class of stationary-waves (trapped fields inside high-Q cavities); the other concerning with the class of travelling-waves. The latter occurs in natural sources thermal light and, in general, seems easier to be realized in laboratories (chaotic and laser light being examples of such category). Usually, the squeezed state is generated in a travelling-wave [14–16], this being also the case of the first proposal for generation of a Schrödinger’s cat state [17]. Here, it is worth mentioning recent (ingenious) proposals by Pegg et al. [18] where a running-wave is generated in the truncated state, \(c_0 |0\rangle + c_1 |1\rangle\), and by Dakna et al. [19] where the generation of arbitrary quantum states of travelling fields is studied. On the other hand, the development of superconducting high-Q cavities in microwave domain [20] opened new and interesting research in quantum optics. In this way, coherent states using classical sources [20], squeezed states (see, e.g., Ref. [21]) and Schrödinger’s cat states [22,23] can be generated in stationary waves, inside high-Q cavities. Depending on which case we are interested in, two different approaches have been employed: (i) to make a quantum measurement (selective detection) on one part of an entangled system to obtain the other part projected onto the desired state. This procedure, called ‘state reduction’, involves non-unitary evolution of the field state; (ii) to find an appropriate Hamiltonian describing a non-linear medium which leads a given initial state to the desired state via unitary evolution. Usually the case (i) (case (ii)) is concerned with stationary (travelling) waves. However, selective detection leading to state reduction (non-unitary evolution) has also been employed recently in the generation of states of travelling fields [18,19].

In the present work we will discuss a proposal to generate a phase state and discuss its intrinsic limitation [5] in experiments. One proposal concerns with the case of stationary fields, discussed in Section 2. The other concerns with travelling fields, discussed in Section 3. Section 4 contains the comments and conclusion.

2. Generation of phase state for stationary fields

Here, as done in Ref. [24], we will combine two schemes used in ‘standard’ cavity QED quantum state engineering (QSE) [25–27], namely, those using resonant and non-resonant (dispersive) atom-field interactions.

Fig. 1 shows the experimental arrangement consisting of \(N\) identical two-level atoms (levels \(|g\rangle\) and \(|e\rangle\)), a Ramsey zone \(R\), an initially empty high-Q cavity \(C\), and a state-selective field ionization detector \(D\). The two-level atoms are considered as

![Fig. 1. Sketch of the experimental setup for generation of phase state for stationary waves. The symbols R, C, and D stand for the Ramsey zone, the cavity, and the detector chamber, respectively. The numbers 1,2, . . . ,N, indicate the required atoms.](image)
circular Rydberg atoms, suitable for preparing atom-field long-lived correlations [28,29]. They present a strong coupling to microwaves and a very long radiative decay time of the order of cavity lifetimes for high-$Q$ superconducting cavities. Moreover, Rydberg atomic states are prepared with high efficiency by state selective field ionization detectors. Each atom is prepared by the microwave field $R$ in a given $|g\rangle$, $|e\rangle$, superposition state $C^{(e)}_{\tilde{g}}|g\rangle + C^{(e)}_{e}|e\rangle$ ($j$ labelling the $j$th atom) at a given time with a well-defined velocity. The atoms are thus sent, one-by-one, through cavity $C$, and after their on-resonant interaction with the field in $C$, they are counted in $D$. The on-resonant interaction is described by the Jaynes–Cummings Hamiltonian $H_{\text{ac}} = \hbar \Omega_1 \cdot (\hat{\sigma}_+ \hat{a} + \hat{\sigma}_- \hat{a}^\dagger)$, where $\hat{\sigma}_+ = |e\rangle \langle g|$, $\hat{\sigma}_- = |g\rangle \langle e|$, and $\Omega_1$ is the one-photon Rabi frequency. Once the $N$ atoms have crossed the cavity, a straightforward calculation allows us to verify that when all of them are detected in their ground state, leaving their photon in the cavity, the pure field state of the cavity results [24]

$$|\phi\rangle = \frac{1}{N} \sum_{k=0}^{N} A_k^N e^{-ik\pi/2} |k\rangle,$$

where $\mathcal{N}$ is a normalization constant and the coefficients $A_k^N$ are given by the recurrence formula

$$A_k^N = (1 - \delta_{k,0}) A_{k-1}^{N-1} c_k \sin(\sqrt{k} \Omega_1 \tau_N) + (1 - \delta_{k,N}) A_{k}^{N-1} c_k \cos(\sqrt{k} \Omega_1 \tau_N),$$

with $A_0^0 = 1$. The probability for detecting the whole series of atoms in the ground state is of the order of $1/2^N$, restricting the technique for $N$ not too large.

Now, as a preliminary strategy we employ the method above to generate the truncated state ($\mathcal{N}$ standing for normalization)

$$|\Psi\rangle = \frac{1}{\mathcal{N}} \sum_{k=0}^{N} |k\rangle.$$  

To this end we identify (3) [plus (4)] with (5), i.e., setting $|\phi\rangle = |\Psi\rangle$ we obtain

$$A_k^N = e^{i k \pi/2} = (i)^k.$$  

As example, for $N = 2$ the application of the recurrence formula (4) to the Eq. (6) gives, step by step, $k = 0$: $A_0^{(2)} = C^{(e)}_{\tilde{g}} C^{(e)}_e = 1$,

$$k = 1: A_1^{(2)} = C^{(e)}_{\tilde{g}} C^{(e)}_e \sin(\Omega_1 \tau) + C^{(e)}_{\tilde{g}} C^{(e)}_e \sin(\Omega_1 \tau) \cos(\Omega_1 \tau) = i,$$

$$k = 2: A_2^{(2)} = C^{(e)}_{\tilde{g}} C^{(e)}_e \sin(\Omega_1 \tau) \sin(\sqrt{2} \Omega_1 \tau) = -1.$$  

Dividing (7b) and (7c) by (7a) furnishes a coupled set of algebraic equations for the parameter $\xi^{(j)} = C^{(e)}_e / C^{(e)}_{\tilde{g}}$, $j = 1, 2$. Hence, Eq. (6) [plus (4)] allows one to obtain the relation $\xi^{(j)} = C^{(e)}_e / C^{(e)}_{\tilde{g}}$ for the $j$th atom, entering the cavity. Now, setting $C^{(e)}_e = i c^{(1)}_e$, $C^{(e)}_{\tilde{g}} = c^{(1)}_e$, we obtain

$$c^{(1)}_e C^{(e)}_{\tilde{g}} = \frac{2 \sin(\Omega_1 \tau)}{\sin(\Omega_1 \tau) \sin(\sqrt{2} \Omega_1 \tau)} \eta^{-1}(\tau),$$

and

$$c^{(1)}_{\tilde{g}} C^{(e)}_e = \frac{1}{2 \sin(\Omega_1 \tau)} \eta(\tau),$$

where

$$\eta(\tau) = 1 + \left[ 1 - \frac{2 \sin(\Omega_1 \tau)}{\sin(\sqrt{2} \Omega_1 \tau)} \right]^{1/2}.$$  

The knowledge of $\xi^{(j)}$ gives the superposition state $|\Psi^{(0)}\rangle_A = C^{(j)}_g |g\rangle + C^{(j)}_e |e\rangle$, in which we must prepare the $j$th atom entering the cavity. It is found that the variable $\xi^{(j)}$ obeys an algebraic equation of degree $N$. For $N \leq 4$ there are algorithms yielding analytical solutions, whereas for $N > 4$, no such algorithms exist, in general: only numerical solutions, coming from a set of $N + 1$ coupled equations, are available in this case.

Next, after obtaining the state (5) an auxiliary atom is immediately sent across the cavity, tuned to have an off-resonant (dispersive) interaction with the field in the state (5). The effective action of the dispersive interaction is given by [30,31]: $\langle e^{i \varphi(\tau)} \rangle = [C^{(e)}_g |g\rangle + C^{(e)}_e |e\rangle] |\Psi^{(0)}\rangle_{A,F}$, where $|\Psi^{(0)}\rangle_A = |\Psi^{(0)}\rangle_A \otimes |\Psi^{(0)}\rangle_F$, with the initial atomic state $|\Psi^{(0)}\rangle_A = \left[ |\Psi^{(0)}\rangle_A \otimes |\Psi^{(0)}\rangle_F \right]$, and the initial field state $|\Psi^{(0)}\rangle_F$ given by Eq. (5): $\varphi(\tau) = \Omega^2 \tau / \delta$, $\Omega$ being
the Rabi frequency, \( \tau \) the duration of atom-field interaction inside the cavity and \( \delta = \omega - \omega_0 \) is the detuning between atom and field frequencies. So, we easily find that the field-state in (5) rotates to the final state

\[
|\Psi(\tau)\rangle = \frac{1}{\mathcal{N}} \sum_{k=0}^{N} e^{ik\varphi(\tau)}|k\rangle,
\]

(10)

which coincides with the desired (truncated) phase state in Eq. (2) for \( \mathcal{N}' = (1 + N)^{-1/2} \) and \( \varphi(\tau) = \theta_m \). where \([1-3]\): \( \theta_m = \theta_0 + 2\pi m(1 + N)^{-1} \).

In principle, an exact phase state is obtained in the limit \( N \to \infty \) \([1-3]\). Here, a first impediment to get this goal comes see from decoherence effect (due to unavoidable interaction between the cavity-field with its environment). Decoherence means that our field state being prepared degrades in time, thus loosing its ‘integrity’ \([28,29]\). Decoherence effect enhances when the field excitation increases, hence it blows up in the limit \( N \to \infty \).

Notwithstanding, the present scheme, besides clarifying the practical restrictions to the generation of an exact phase state for stationary fields, allows one to obtain approximate phase states, the so called ‘truncated phase states’, having low average excitation for small values of \( N \).

For completeness, we mention an interesting point concerning to states having the ‘format’ of the phase state in Eq. (2). Firstly, we write it in the form

\[
|\theta_m\rangle = \sum_{k=0}^{N} C_k e^{ik\theta_m}|k\rangle,
\]

(11)

with \( C_k = 1/(1 + N) \). Next, if we replace the coefficients \( C_k = 1/(1 + N) \) by \( C_k = e^{-|\alpha|^2/2} e^{ik\alpha}/\sqrt{k!} \) and assume that \( N \) is sufficiently large, we recognize in (11) the rotated coherent state \( |\alpha\rangle = |\alpha e^{i\theta_m}\rangle \), whose generation is well studied in the literature \([32]\). In addition, if we also replace the phase \( \theta_m \) in Eq. (11) by \( \theta_m = \theta_m(k) = Ak^l \), with \( p = 1,2,3, \ldots \) then the resulting state in (11) will no longer correspond to some coherent state. Instead, one would obtain another interesting result: a noncoherent state having Poissonian statistics (NCS) \([33]\), whose generation was also studied in the literature \([34]\). So, in this context, the phase state, the rotated coherent state and the NCS can be viewed as alternative realizations of the state in (11).

3. Generation of phase state for travelling fields

Usually, the generation of a nonclassical field state for travelling waves is obtained by sending a light field conveniently chosen in an initial state \( |\Psi(0)\rangle \) (e.g., a coherent state) through a nonlinear medium. The interaction of the field with this medium creates an emergent field in a desired state, via unitary evolution: \( |\Psi(\tau)\rangle = U(\tau)|\Psi(0)\rangle \), where \( \tau \) is the atom-field interaction time and \( U(\tau) \) is the unitary evolution operator. Illustrative states of such ‘engineering’ are: the squeezed state \([14-16]\) and the Schrödinger’s cat state \([17]\), both concerning with states of light in travelling waves.

In the present case, we will follow a scheme recently introduced by Pegg et al. \([18]\), using a pair of beam splitters in which the two output fields in the second beam-splitter are detected selectively. So the field created in one output of the first beam-splitter, now evolves nonunitarily to a desired state.

Fig. 2 is a sketch of the experimental arrangement for generation of phase state for a travelling field. In this figure BS-1 and BS-2 are two beam-splitters having transmittance (reflectance) \( t_i \) \((r_i)\), \( i = 1,2 \); \( D_1 \) and \( D_2 \) are photodetectors; \( |\alpha\rangle \) and \( |N-1\rangle \) are input states in the first beam-splitter; \( |\alpha\rangle \) is a coherent state entering the second beam splitter; \( |\phi\rangle \) and \( |\phi\rangle \) are the outputs for BS-1, |\phi\rangle being also one input in BS-2. Here, we will show that, by choosing the detector \( D_1 \) counting 1 photon while
detecting \( N - 1 \) photons in \( D_2 \), we will obtain the wanted state \( |\phi_\theta\rangle = |N, \theta\rangle \), where \( |N, \theta\rangle \) is the PB phase state given in Eq. (2). To this end, we have, step by step:

(i) Generation of the state \( |1, \theta\rangle \)

According to Fig. 2, for \( N = 1 \) the input states in the BS-1 are \( |1\rangle_b \) and \( |0\rangle_b \). Hence, we can wrght the entire input state entering the BS-1 as

\[
|\Psi_{in}\rangle_{ab} = |1\rangle_a|0\rangle_b = d_{in}^\dagger|0\rangle_a|0\rangle_b ,
\]

(12)

whereas the entire output in the BS-1 is given by

\[
|\Psi_{out}\rangle_{ab} = (t_1 d_{out}^\dagger + ir_1 b_{out}^\dagger)|0\rangle_a|0\rangle_b ,
\]

(13)

where the beam-splitter equation (Walls et al. [31])

\[
\begin{pmatrix}
\hat{d}_{in}^\dagger \\
\hat{b}_{in}^\dagger
\end{pmatrix} = \begin{pmatrix}
t_1 & ir_1 \\
ir_1 & t_1
\end{pmatrix}
\begin{pmatrix}
\hat{d}_{out}^\dagger \\
\hat{b}_{out}^\dagger
\end{pmatrix}
\]

(14)

has been used. Next, the application of the Eqs. (13), (14) gives the output state

\[
|\Psi_{out}\rangle_{ab} = i\eta_1 t_1 \left(|0\rangle_b|1\rangle_a - \frac{i}{\eta_1} |1\rangle_b|0\rangle_a\right) ,
\]

(15)

where \( \eta_i = r_i/t_i, i = 1,2 \).

Now, it follows \( |\phi_\theta\rangle = |1, \theta\rangle \), when the state \( |\phi_\theta\rangle \) has the form

\[
|\phi_\theta\rangle = \frac{i}{\sqrt{2} \eta_1 t_1} \left(|1\rangle_b - i\eta_1 e^{-i\theta}|0\rangle_b\right) ,
\]

(16)

since \( |\phi_\theta\rangle \) is obtained from the projection

\[
|\phi_\theta\rangle = _b \langle \phi |\Psi_{out}\rangle_{ab} .
\]

(17)

On the other hand, we have for the BS-2 the output state

\[
|\Psi_{out}\rangle_{bc} = |0\rangle_c|1\rangle_b = e_{in}^\dagger|0\rangle_b|0\rangle_c ,
\]

(18)

so, the entire input in the BS-2 is given by

\[
|\Psi_{in}\rangle_{ab} = (t_2 e_{in}^\dagger - ir_2 b_{in}^\dagger)|0\rangle_a|0\rangle_b ,
\]

(19)

where we have employed the beam-splitter equation

\[
\begin{pmatrix}
\hat{e}_{out}^\dagger \\
\hat{b}_{out}^\dagger
\end{pmatrix} = \begin{pmatrix}
t_1 & -ir_1 \\
r_1 & t_1
\end{pmatrix}
\begin{pmatrix}
\hat{d}_{in}^\dagger \\
\hat{b}_{in}^\dagger
\end{pmatrix} .
\]

(20)

Thus, the straightforward application of the Eq. (20) in the Eq. (19) results

\[
|\Psi_{in}\rangle_{bc} = -i\eta_2 t_2 \left(|1\rangle_b|0\rangle_c + \frac{i}{\eta_2} |0\rangle_b|1\rangle_c\right) ,
\]

(21)

and application of the equation (\( \mathcal{A} \) stands for normalization)

\[
|\phi_\theta\rangle = \mathcal{A} \langle \alpha |\Psi_{in}\rangle_{bc} ,
\]

(22)

leads us to get

\[
|\phi_\theta\rangle = -i\eta_2 t_2 e^{-R^2/2} \left(|1\rangle_b + \frac{iR e^{-i\theta}}{\eta_2} |0\rangle_b\right) ,
\]

(23)

where \( |\alpha\rangle \) is a coherent state (with \( \alpha = Re^{i\theta} \))

\[
|\alpha\rangle = e^{-R^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle .
\]

(24)

At this point, comparing the Eqs. (16) and (23) we find that

\[
\prod_{i=1}^{2} \eta_i = -R ,
\]

(25)

which gives the relationship among the unknowns \( \eta_1, \eta_2, R \), yielding the state \( |1, \theta\rangle \). One solution, e.g., is given by the set: \( \{ \eta_1, \eta_2, R \} = \{ 10, 0.5, -5 \} \).

(ii) Generation of the state \( |2, \theta\rangle \)

In this case, instead of starting from the input state in the BS-1: \( |1\rangle_b |0\rangle_a \), as before, we will start from the input state \( |\Psi_{in}\rangle_{ab} = |1\rangle_a|1\rangle_b = d_{in}^\dagger b_{in}^\dagger|0\rangle_a|0\rangle_b \), and following the previous procedure we obtain the output state in the b-arm of the BS-1

\[
|\phi_\theta\rangle = _a \langle \phi |\Psi_{out}\rangle_{ab} = \frac{i}{\sqrt{6} \eta_1 t_1} \\
\times \left(2\rangle_b + \frac{iv \eta_1}{(\eta_1^2 - 1)} e^{-i\theta}|1\rangle_b + e^{-2i\theta}|0\rangle_b\right) ,
\]

(26)
The same mimic applied to the BS-2, with 
\(|\psi_{\text{out}}\rangle_{bc} = |1\rangle_a |1\rangle_c = \delta_{1b}^i \delta_{1c}^j |0\rangle_b |0\rangle_c\), gives the input 
state in the b-arm of BS-2

\[ |\phi_b\rangle = \mathcal{H}_b \langle \alpha | \psi_{\text{in}} \rangle_{bc} = -i \sqrt{2} \eta_2 t_i^2 \mathcal{H}_b e^{-R^2/2} \]

\[ \times \left( |2\rangle_b - i \frac{R (\eta_1^2 - 1) e^{-i\theta}}{\sqrt{2} \eta_2} |1\rangle_b \right. \]

\[ \left. + \frac{R^2}{\sqrt{2}} e^{-2i\theta} |0\rangle_b \right) \],

(27)

whose comparison with (26) gives the equations connecting \(\eta_1\), \(\eta_2\) and \(R\)

\[ \prod_{i=1}^{2} \eta_i = -\frac{R}{2}, \]

(28a)

\[ \prod_{i=1}^{2} \eta_i = \frac{R^2}{2}. \]

(28b)

one solution being given by the set:
\(\{\eta_1, \eta_2, R\} = \{0.9, 8.1, 1.19\}\).

(iii) **Generation of the state \([3, 0]\)**

Here, we must start, in the BS-1, with the input 
\(|\phi_{\text{in}}\rangle_{ab} = |1\rangle_a |2\rangle_b\). The application of the foregoing 
procedure furnishes, for this case,

\[ |\phi_b\rangle = a \langle \phi | \psi_{\text{out}} \rangle_{ab} = \frac{i}{2 \sqrt{6} \eta_1 t_i^2} \left( |3\rangle_b + i \frac{\sqrt{3} \eta_1}{2 \eta_1^2 - 1} e^{-i\theta} |2\rangle_b \right. \]

\[ \left. - \frac{\sqrt{3}}{\eta_1^2 - 2} e^{-2i\theta} |1\rangle_b + i \frac{1}{\eta_1} e^{-3i\theta} |0\rangle_b \right), \]

(29)

and

\[ |\phi_b\rangle = \mathcal{H}_b \langle \alpha | \psi_{\text{in}} \rangle_{bc} = -i \sqrt{3} \eta_2 t_i^2 \mathcal{H}_b e^{-R^2/2} \]

\[ \times \left( |3\rangle_b - i \frac{R(2\eta_1^2 - 1)}{\sqrt{6} \eta_2} e^{-i\theta} |2\rangle_b \right. \]

\[ \left. - \frac{R^2(\eta_1^2 - 2)}{\sqrt{6}} e^{-2i\theta} |1\rangle_b - i \frac{R \eta_2}{\sqrt{6}} e^{-3i\theta} |0\rangle_b \right), \]

(30)

whose comparison leads to the relations for to the state \([3, 0]\)

\[ \prod_{i=1}^{2} \eta_i = -\frac{R}{2}, \]

(31a)

\[ \prod_{i=1}^{2} \eta_i^2 - 2 = \frac{R^2}{3 \sqrt{2}}, \]

(31b)

\[ \prod_{i=1}^{2} \eta_i = -\frac{R^3}{\sqrt{6}}, \]

(31c)

with solution \(\{\eta_1, \eta_2, R\} = \{0.44337, 1.0955, 1.7149\}\).

(iv) **Generation of the state \([4, 0]\)**

In this case, a lengthy but straightforward calculation, starting from the input stat \([1, 3]\), gives

\[ |\phi_b\rangle = a \langle \phi | \psi_{\text{out}} \rangle_{ab} = \frac{i}{\sqrt{5} \eta_1 t_i^2} \]

\[ \times \left( |4\rangle_b + i \frac{2 \eta_1}{3 \eta_1^2 - 1} e^{-i\theta} |3\rangle_b \right. \]

\[ \left. - \frac{\sqrt{6}}{3(\eta_1^2 - 1)} e^{-2i\theta} |2\rangle_b \right) \]

\[ + \left. - i \frac{2}{\eta_1^2 - 3 \eta_1} e^{-3i\theta} |1\rangle_b - \frac{1}{\eta_1^2} e^{-4i\theta} |0\rangle_b \right), \]

(32)

and

\[ |\phi_b\rangle = \mathcal{H}_b \langle \alpha | \psi_{\text{in}} \rangle_{bc} = -i 2 \eta_1 \frac{t_i^2 \mathcal{H}_b e^{-R^2/2} \left( |4\rangle_b - i \frac{R(3 \eta_1^2 - 1)}{2 \eta_2} \right. \]

\[ \times e^{-i\theta} |3\rangle_b - \frac{3 R^2(\eta_1^2 - 1)}{2 \sqrt{3}} e^{-2i\theta} |2\rangle_b + \]

\[ \left. + i \frac{R^4(\eta_1^2 - 3 \eta_1)}{2 \sqrt{6}} e^{-3i\theta} |1\rangle_b \right) \]

\[ \left. - \frac{R^6 \eta_1^2}{2 \sqrt{6}} e^{-4i\theta} |0\rangle_b \right) \].

(33)

Comparison of Eqs. (32), (33) allows one to get

\[ \prod_{i=1}^{2} \eta_i = -\frac{R}{4}, \]

(34a)
\[
\prod_{i=1}^{2} \frac{1}{\eta_i^2 - 1} = \frac{R^2}{6\sqrt{2}}, \tag{34b}
\]
\[
\prod_{i=1}^{2} \frac{1}{\eta_i - 3\eta_i} = \frac{R^3}{4\sqrt{6}}, \tag{34c}
\]
\[
\prod_{i=1}^{2} \frac{1}{\eta_i} = \frac{R^4}{2\sqrt{6}}, \tag{34d}
\]

with the solution \( \{\eta_1, \eta_2, R\} = \{40, 9, 0.01\} \).

Here, it is worth noting that, for the state \( |4, \theta\rangle \) we have found 4 equations [see Eqs. (34)] and 3 unknowns \( (\eta_1, \eta_2, R) \). The system will have solution only if one of the equations is a linear combination of the remaining ones. We have verified that this happens. So, we may try to find a recurrence formula connecting the variables \( \eta_1, \eta_2, \) and \( R \) for the general case \( |N, \theta\rangle \). A little inspection on the experimental scheme [Fig. 2] shows that: for our choice on selective detection the entire input in the BS-1 coincides with the entire output in the BS-2. So the net result of our experimental arrangement is the transformation of the coherent state \( |\alpha\rangle \), entering the BS-2 into the wanted state \( |\phi\rangle = |N, \theta\rangle \) emerging in the BS-1. Now, the ingredient directly responsible for this transformation is the state \( |\phi\rangle \), which connects the states \( |\alpha\rangle \) and \( |N, \theta\rangle \). Next, a careful inspection on the state \( |\phi\rangle \), step by step as constructed before, allows us to get its generalized expression when emerging from the BS-1

\[
|\phi\rangle = \sqrt{\frac{\eta_1}{N!}} \sum_{n=0}^{N} \frac{(i)^n\sqrt{N!}}{n!(N-n)!} A_{N,n}\eta_1^{n+1} - B_{N,n}\eta_1^{n-1} e^{-in\theta}|N-n\rangle, \tag{35}
\]

and its generalized expression when reaching the BS-2

\[
|\phi\rangle = \sqrt{n!} e^{R^2/2} \sum_{n=0}^{N} (-i)^n R^n
\]

The identification of (35) with (36) gives

\[
\prod_{i=1}^{2} \frac{\eta_i}{A_{N,n}\eta_i^{n+1} - B_{N,n}\eta_i^{n-1}} = \frac{(-1)^n(N-n)!}{n! R^n}, \tag{37}
\]

where

\[A_{N,n} = \frac{N-n}{N}\left(\begin{array}{c} N \\ n \end{array}\right), \tag{38a}\]
\[B_{N,n} = \frac{n}{N}\left(\begin{array}{c} N \\ n \end{array}\right). \tag{38b}\]

Since \( n = 0, 1, 2, \ldots, N \), then the Eq. (37) implies in \( N \) equations, one of the \( N+1 \) equations being redundant.

4. Comments and conclusion

We have employed some existing schemes of QSE to present two proposals for the generation of a phase state: one of them concerning with the generation of a phase state for a stationary field; the other concerns with the same for a travelling field. Since an exact phase state is obtained in the limit \( N \to \infty \) [1-3] then it involves infinite energy [5] \((n = N/2 \to \infty \) when \( N \to \infty \) then it is interesting to show the way in which such natural restriction manifests in these experiments. For stationary fields it appears connected with the efficiency of atomic detection involved in the experiment, which is proportional to \( 1/2^n \) and goes to zero in the required limit \( N \to \infty \). For travelling fields the same restriction appears, now connected with the efficiency of detection in the outputs \( \{ |1\rangle, |N-1\rangle \} \) of the BS-2, which also tends to zero in the limit \( N \to \infty \) since there are \( 2N \) different outcomes given by: \( \{ |N-j\rangle, |j\rangle \} \), with \( j = 0, 1, 2, \ldots, N-1 \). In spite of the natural restriction to the generation of an exact phase-state, we have shown how to construct approximations to this state, the so called 'truncated phase states', for both cases of stationary and travelling fields.
Let us account for some sensitive points in the above-presented scheme for QSE. These points also concern to Refs. [18,19] and [35]. First, we note that the efficiency for single-photon detectors is about 70%, while the damping constant for BS’s is considerably small, less than 2% in BK7 crystals. In addition to the non-unity quantum efficiency detectors and the absorptive beam splitters, there are two other experimental non-idealities that seem to be equally important. The first is the present technological difficulty to dispose of arbitrary number states, necessary in the experiment: for example, we do not have perfect single photon source, as required in the $a$-arm of the BS-1. The commonly cited method of parametric fluorescence only approximates a single photon source, and this approximation must be evaluated in its effect on projection synthesis technique. The second difficulty to be circumvented concerns with detectors of few number states from a generic input state. These points also concerns to Refs. [18,19] and [35]. First, we note that for this deficiency. As a final remark, we should stress that for the choice $\theta_m = 0$ our state will correspond to a generalization of a previous result by Pegg, Phillips and Barnett [18]. In this special case, following the nomenclature of Ref. [18] the present device should be named generalized ‘quantum scissors’.
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